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in this paper I prove that ST-bisimulation equivalence, as introduced in [8], is preserved under refinement of actions. This implies that it is possible to abstract from the causal structure of concurrent systems without assuming action atomicity.
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INTRODUCTION

Virtually all semantic equivalences employed in theories of concurrency are defined in terms of actions that concurrent systems may perform (cf [1-18]). Mostly, these actions are taken to be atomic, meaning that they are considered not to be divisible into smaller parts. In this case, the defined equivalences are said to be based on action atomicity.

However, in the top-down design of distributed systems it might be fruitful to model processes at different levels of abstraction. The actions on an abstract level then turn out to represent complex processes on a more concrete level. This methodology does not seem to be compatible with non-divisibility of actions and for this reason Pratt [15], Lamport [11] and others plead for the use of semantic equivalences that are not based on action atomicity.

As indicated in Castellano, De Michielis & Pomello [4], the concept of action atomicity can be formalized by means of the notion of refinement of actions. A semantic equivalence is preserved under action refinement if two equivalent processes remain equivalent after replacing all occurrences of an action $a$ by a more complicated process $r(a)$. In particular, $r(a)$ may be a sequence of two actions $a_1$ and $a_2$. An equivalence is strictly based on action atomicity if it is not preserved under refinement.

Most semantic equivalences can be positioned in a two dimensional classification diagram, such as the one of Figure 1. On the $x$-axis equivalences are ordered with respect to the preserved level of detail of runs of processes. Three well-known points on this axis are interleaving semantics, where runs are represented by sequences of action occurrences, step semantics, where runs are represented by sequences of multisets of action occurrences - the multisets (or steps) representing simultaneous occurrences - and partial order semantics, in which all causal dependencies between action occurrences in runs of processes are preserved. On the $y$-axis the equivalences are ordered with respect to the preserved level of detail of the branching structure of these runs. Two well-known points on this axis are trace semantics, where a process is fully determined by the set of its possible (partial) runs, thereby
completely neglecting the branching structure of processes, and bisimulation semantics, where also the information is preserved where two different courses of action diverge (although branching of identical courses of action is still neglected). In between there are several decorated trace semantics, where part of the branching structure is taken into account. Mostly these are motivated by the observable behaviour of processes, according to some testing scenario. In Figure 1 the equivalences become finer, or more discriminating, when moving upwards or to the right.

\[
\begin{align*}
\text{bisimulation semantics} & \quad \sim_{ib} \quad \sim_{sb} \quad \sim_{ah} \\
\text{decorated trace semantics} & \\
\text{trace semantics} & \quad \sim_{it} \quad \sim_{st} \quad \sim_{pt} \\
\text{interleaving semantics} & \\
\text{step semantics} & \\
\text{partial order semantics} &
\end{align*}
\]

**Figure 1. Semantic equivalences**

In [4], Castellano, De Michielis & Pomello show by means of a simple example that none of the interleaving equivalences - not even bisimulation - is preserved under action refinement. Furthermore they claim that 'on the other hand, the approaches based on partial order are not constrained to the assumption of atomicity'. Therefore they conclude that 'interleaving semantics is adequate only if the abstraction level at which the atomic actions are defined is fixed. Otherwise, partial order semantics should be considered'.

In [6], Ursula Goltz & I elaborated on this argument by providing examples, showing that also none of the step equivalences is preserved under refinement, and by formalizing the proof sketch of [4] that trace equivalence based on partial orders is invariant under refinement. We also wanted to prove this for bisimulation equivalence based on partial orders, but surprisingly we found that none of the partial order bisimulation equivalences proposed before publication of [4] is preserved under action refinement. However, we did prove a refinement theorem for a new notion of bisimulation equivalence based on partial orders, proposed recently by Hirshfeld, Rabinovich & Trakhtenbrot [16]. We chose to call this equivalence history preserving bisimulation equivalence, notation $\sim_h$. Hence, even in bisimulation semantics, the requirements of preservation under action refinement and capturing causal dependencies in processes by means of partial orders can be conciliated. But of course, this still does not show that in case preservation under refinement is required, it is necessary to employ partial order semantics. In this paper I will show that it is not.

Event structures and Petri nets have been established as suitable domains for modelling (both branching and causal aspects of) concurrent systems. Usually a state of a concurrent system is represented by a configuration of the associated event structure, or by a marking of the associated net. In this paper I argue that when events or transitions are considered to have a duration or structure, configurations or markings do not properly represent all the states of concurrent systems. Instead I propose to use so-called ST-configurations or ST-markings. The idea to model a state in a safe
labelled marked net as the set of places (Stellen) containing a token, together with the set of transitions (Transitionen) which are currently firing (an ST-marking) originates from Van Glabbeek & Vaandrager [8]. In this paper I translate this idea to the realm of event structures by introducing ST-configurations.

All interleaving, step and partial order equivalences on event structures or Petri nets considered so far, have been defined in terms of configurations or markings. If the constructions from interleaving semantics are applied on ST-configurations instead of ordinary configurations two new points on the x-axis of Figure 1 emerge. Split-semantics is just interleaving semantics, but based on interleaving of beginnings and ends of events, instead of entire events; ST-semantics is a refinement of split semantics where in addition a link is required between the beginning and the end of any event. Split semantics is more discriminating than step semantics, whereas ST-semantics is as least as discriminating as split semantics. Furthermore ST-trace semantics is less discriminating than trace semantics based on partial orders and ST-bisimulation semantics is less discriminating than history preserving bisimulation semantics (but incomparable with the other bisimulation semantics based on partial orders proposed so far). Hence the situation is as indicated in Figure 2.

![Diagram showing more semantic equivalences](image)

**Figure 2. More semantic equivalences**

ST-bisimulation equivalence was introduced by Frits Vaandrager & Me in [8]. In the same paper we observed that for systems without autoconcurrency ST-bisimulation equivalence coincides with split bisimulation equivalence and provided a complete axiomatization on closed ACP-terms for the latter notion. Split bisimulation equivalence was proposed in Hennessy [10] for a subset of CCS. Aceto & Hennessy [1] proved that on this subset split bisimulation equivalence is preserved under action refinement. Hennessy [10] also provided a complete axiomatization for split bisimulation equivalence on this subset. Since - if one forgets about τ-moves - this proof system is sound for ST-bisimulation equivalence, and even for history preserving bisimulation equivalence, it follows that on the domain considered in [10] the three equivalences coincide. In combination with the refinement theorem for history preserving bisimulation equivalence in [6], this yields an alternative proof of Aceto & Hennessy's refinement theorem. Split trace equivalence has been considered in Vaandrager [17]. In a joint paper with Frits Vaandrager [9] we will show that on the domain of labelled event structures (prime event structures with binary conflict), or on full CCS, split semantics is not proof against refinement. In fact the equivalences obtained by splitting an event into two parts (its beginning and its end) turned out to be different from the equivalences obtainable by splitting an event into three parts. This was established by means of a rather complicated example (the owl example), that also shows that split semantics is strictly less discriminating than ST-semantics. By means of even more complicated examples we established that for each n∈ℕ split-n semantics is also different from split-n+1 semantics.
The result contributed by the present paper is that ST-bisimulation semantics as well as ST-trace semantics are preserved under action refinement. In [8] it was shown that these semantics do not respect causality. It follows that it is possible to abstract from the causal structure of concurrent systems without assuming action atomicity.

1. CONCURRENT SYSTEMS AND REFINEMENT OF ACTIONS

In this paper I consider systems that are capable of performing actions from a given set Act of action names. Following [6], as my model for this kind of systems I have chosen labelled event structures here (prime event structures with a binary conflict relation as introduced in Nielsen, Plotkin & Winskel [14]); I could have chosen other models like Petri nets or behaviour structures [16] as well. In this paper I will not distinguish external and internal actions; I do not consider abstraction by hiding of actions.

**Definition.** A (labelled) event structure (over an alphabet Act) is a 4-tuple \( \mathcal{E} = (E, <, \#e, l) \), where

- \( E \) is a set of events;
- \( \preceq \subseteq E \times E \) is a partial order (the causality relation) satisfying the principle of finite causes:
  \[ \{ e' \in E \mid e' < e \} \text{ is finite for } e \in E; \]
- \( \# \subseteq E \times E \) is an irreflexive, symmetric relation (the conflict relation) satisfying the principle of conflict heredity:
  \[ e_1 \# e_2 < e_3 \Rightarrow e_1 \# e_3; \]
- \( l : E \to \text{Act} \) is a labelling function.

An event structure represents a concurrent system in the following way: action names \( a \in \text{Act} \) represent actions the system may perform, an event \( e \in E \) labelled with \( a \) represents an occurrence of \( a \) during a possible run of the system, \( e' \preceq e \) means that \( e' \) is a prerequisite for \( e \) and \( e' \# e \) means that \( e' \) and \( e \) cannot happen both in the same run.

One usually writes \( e' \preceq e \) for \( e' < e \lor e' = e \), \( > \) for \( \preceq^-1 \) and \( \succeq \) for \( \preceq^-1 \). Causal independence (concurrency) of events is expressed by the derived relation \( \preceq^c \subseteq E \times E \) defined by: \( e' \preceq^c e \) iff \( -(e' \# e \vee e' < e \vee e < e ' = e) \). By definition \( <, \preceq, \# \) and \( - \) form a partition of \( E \times E \). The concurrency relation \( co \subseteq E \times E \), originating from Petri net theory, is defined slightly different from \( - \):

\[ \preceq_c \text{ iff } e' \preceq e \lor e' = e. \]

The components of an event structure \( \mathcal{E} \) will be denoted by respectively \( E_\mathcal{E}, \leq_\mathcal{E}, \#_\mathcal{E} \) and \( l_\mathcal{E} \). The derived relations will be denoted \( -_\mathcal{E}, \preceq_c, <_\mathcal{E}, \succeq_c \text{ and } \succeq_\mathcal{E} \).

Throughout the paper, I assume a fixed set Act of action names as labelling set. Let \( E \) denote the domain of event structures labelled over Act.

**Definition.** An event structure isomorphism between two event structures \( \mathcal{E}, \mathcal{F} \in E \) is a bijective mapping \( f : E_\mathcal{E} \to E_\mathcal{F} \) such that

- \( f(e) \preceq_\mathcal{E} f(e') \iff e \preceq_\mathcal{F} e' \),
- \( f(e) \#_\mathcal{E} f(e') \iff e \#_\mathcal{F} e' \text{ and } \)
- \( l_\mathcal{E}(f(e)) = l_\mathcal{F}(e). \)

\( \mathcal{E} \) and \( \mathcal{F} \) are isomorphic - notation \( \mathcal{E} \cong \mathcal{F} \) - if there exists an event structure isomorphism between them. Generally, one does not distinguish isomorphic event structures.

**Definition.** The restriction of an event structure \( \mathcal{E} \) to a set \( X \subseteq E_\mathcal{E} \) of events is the event structure \( \mathcal{E} \upharpoonright X = (X, \leq_\mathcal{E} \cap (X \times X), \#_\mathcal{E} \cap (X \times X), l_\mathcal{E} \upharpoonright X). \)
An event structure $\mathcal{E}$ is finite if $E_\mathcal{E}$ is finite; $\mathcal{E}$ is conflict-free if $\#_\mathcal{E} = \emptyset$. $\emptyset$ denotes the empty event structure $(\emptyset, \emptyset, \emptyset, \emptyset)$.

In [4] it is shown that equivalence notions based on interleaving are not preserved when replacing an action in a system by a sequence of two actions. In [6] we considered a more general version of this operation, which I will also use in the present paper: replacing actions by finite, conflict-free, non-empty event structures. Replacing actions by infinite event structures could in general invalidate the principle of finite causes. As explained in [6], replacing actions by event structures containing conflicts would require a more sophisticated notion of refinement or, alternatively, a more general form of event structures where the axiom of conflict heredity is dropped, e.g. flow event structures [3]. Finally, replacing actions by the empty event structure can drastically change the structure of processes; it can not be explained by a change in the level of abstraction at which processes are regarded. In the concluding section I will discuss possible extensions of my result to these cases.

A refinement will be a function $r$ specifying for each action $a$ an event structure $r(a)$ which is to be substituted for $a$. Interesting refinements will mostly refine only certain actions, hence replace most actions by themselves. However, for uniformity (and for simplicity in proofs) I consider all actions to be refined.

Given an event structure $\mathcal{E}$ and a refinement $r$, the refined event structure $r(\mathcal{E})$ is constructed as follows. Each event $e$ labelled by $a$ is replaced by a disjoint copy, $r(e)$, of $r(a)$. The causality and conflict structure is inherited from $\mathcal{E}$: every event which was causally before $e$ will be causally before all events of $r(e)$, all events which causally followed $e$ will causally follow all the events of $r(e)$, and all events in conflict with $e$ will be in conflict with all the events of $r(e)$.

**Definition.** A refinement $r : \text{Act} \rightarrow \mathcal{E} - \{0\}$ is a function that takes any action $a \in \text{Act}$ into a finite, conflict-free, non-empty event structure $r(a) \in \mathcal{E}$. If $\mathcal{E} \in \mathcal{E}$ and $r$ is a refinement, then $r(\mathcal{E})$ is the event structure defined by:
- $E_{r(\mathcal{E})} = \{(e, e') \mid e \in E_\mathcal{E}, e' \in E_{r(l(a))}\}$;
- $(e_1, e'_1) <_{r(\mathcal{E})} (e_2, e'_2)$ iff $e_1 <_\mathcal{E} e_2$ or $(e_1 = e_2 \land e_1' <_{r(l(a))} e_2')$;
- $(e_1, e'_1) \#_{r(\mathcal{E})} (e_2, e'_2)$ iff $e_1 \#_\mathcal{E} e_2$;
- $l_{r(\mathcal{E})}(e, e') = l_{r(l(a))}(e')$.

**Proposition 1:**

i. If $\mathcal{E} \in \mathcal{E}$ and $r$ is a refinement then $r(\mathcal{E})$ is an event structure indeed.

ii. If $\mathcal{E} \in \mathcal{E}$ and $r, r'$ are refinements with $r(a) \equiv r'(a)$ for $a \in \text{Act}$, then $r(\mathcal{E}) \equiv r'(\mathcal{E})$.

iii. If $\mathcal{E}, \mathcal{F} \in \mathcal{E}$, $r$ is a refinement and $\mathcal{E} \equiv \mathcal{F}$, then $r(\mathcal{E}) \equiv r(\mathcal{F})$.

**Proof:** Straightforward. □

This proposition says that refinement is a well-defined operation on event structures, even when isomorphic event structures are identified.

2. The Behaviour of Concurrent Systems

Let $\mathcal{E}$ be an event structure, modelling the behaviour of a concurrent system $P$. Classically, a state $S$ of $P$ is given by a set of events from $\mathcal{E}$. Such a set is called a configuration. Its elements represent the occurrences of actions that happened before $P$ reached the state $S$. If two events $e'$ and $e$ cannot happen both in the same run $(e'_{\leq_{\mathcal{E}} e})$ then they also cannot occur in the same configuration. So configurations have to be conflict-free. Furthermore, if $e$ occurs in a configuration $C$ and $e'$ is a prerequisite for $e$ ($e'_{<_{\mathcal{E}} e}$) then also $e'$ must occur in $C$. Hence configurations must be left-closed with respect to $<_{\mathcal{E}}$. Finally, as is usual, in this paper it is assumed that in a finite period only finitely many actions are performed. Therefore, unlike in many other papers, configurations are required to be finite here.
DEFINITION. A set $X \subseteq E_\mathcal{S}$ of events in an event structure $\mathcal{S}$ is left-closed in $\mathcal{S}$ if for all $e, e' \in E_\mathcal{S}$
$$e' \leq e \in X \Rightarrow e' \in X.$$ 
$X$ is conflict-free in $\mathcal{S}$ if $\mathcal{S} \not\models X$ is conflict-free. A configuration of $\mathcal{S}$ is a finite, left-closed, conflict-free subset of $E_\mathcal{S}$. Let $\mathcal{C}(\mathcal{S})$ be the set of configurations of $\mathcal{S}$. Write $X \rightarrow_\mathcal{S} X'$ if $X, X' \in \mathcal{C}(\mathcal{S})$ and $X \subseteq X'$.

$X \rightarrow_\mathcal{S} X'$ says that both $X$ and $X'$ represent states of the concurrent system represented by $\mathcal{S}$, and that this system may evolve from the state represented by $X$ to the one represented by $X'$.

As the lemma below will show, the behaviour of a refined event structure $r(\mathcal{S})$ may be deduced from the behaviour of $\mathcal{S}$ and from the behaviour of the event structures which are substituted for actions. On the other hand, one may derive information about the behaviour of $\mathcal{S}$ from the behaviour of $r(\mathcal{S})$.

Let $r(e)$ abbreviate $r(l_\mathcal{S}(e))$ and let $pr_1$ denote projection to the first component.

LEMMA 2: Let $\mathcal{S}$ be an event structure and $r$ a refinement.

i. $\tilde{C} \subseteq E_{r(\mathcal{S})}$ is a configuration of $r(\mathcal{S})$ iff

\[\tilde{C} = \{(e, e') \mid e \in C, e' \in C_e\}\]

where

- $C$ is a configuration of $\mathcal{S}$,
- $C_e$ is a configuration of $r(e)$ for $e \in C$,
- $C_e = E_{r(e)}$ if $e$ is not maximal in $C$ with respect to $<_\mathcal{S}$.

ii. If $\tilde{C} \rightarrow_{r(\mathcal{S})} \tilde{C}'$ then $pr_1(\tilde{C}) \rightarrow_\mathcal{S} pr_1(\tilde{C}')$.

PROOF: See [6].

3. Equivalence notions for concurrent systems

In this section the semantic equivalences of Figure 1 are defined in terms of configurations.

The interleaving equivalences can be defined by means of the single action transition relations

$\rightarrow_\mathcal{S} \subseteq \mathcal{C}(\mathcal{S}) \times \mathcal{C}(\mathcal{S})$ for $a \in \text{Act}$ and $\mathcal{S} \in \mathcal{E}$.

DEFINITION. $C \rightarrow_\mathcal{S} C'$ iff $C \rightarrow_\mathcal{S} C'$ and $C' - C = \{e\}$ with $l_\mathcal{S}(e) = a$.

Here $C \rightarrow_\mathcal{S} C'$ says that if the system represented by $\mathcal{S}$ is in the state represented by $C$, then it may perform an action $a$ and reach the state represented by $C'$.

DEFINITION. A sequence $a_1 \cdots a_n \in \text{Act}^*$ is a (sequential) trace of an event structure $\mathcal{S}$ if there exist configurations $C_0, \cdots , C_n$ of $\mathcal{S}$ such that $C_0 = \emptyset$ and $C_{i-1} \rightarrow_\mathcal{S}^* C_i$ ($i = 1, \cdots , n$).

SeqTraces($\mathcal{S}$) denotes the set of all sequential traces of $\mathcal{S}$. Two event structures $\mathcal{S}$ and $\mathcal{T}$ are interleaving trace equivalent - notation $\mathcal{S} \approx_\mu \mathcal{T}$ - if $\text{SeqTraces}(\mathcal{S}) = \text{SeqTraces}(\mathcal{T})$.

DEFINITION. Let $\mathcal{S}, \mathcal{T} \in \mathcal{E}$. A relation $R \subseteq \mathcal{C}(\mathcal{S}) \times \mathcal{C}(\mathcal{T})$ is called a (sequential) bisimulation between $\mathcal{S}$ and $\mathcal{T}$ if $((\emptyset, \emptyset)) \in R$ and whenever $(C, D) \in R$ then for $a \in \text{Act}$:

- $C \rightarrow_\mathcal{S} C' \Rightarrow \exists D' \text{ with } D \rightarrow_\mathcal{T} D' \text{ and } (C', D') \in R$;
- $D \rightarrow_\mathcal{T} D' \Rightarrow \exists C' \text{ with } C \rightarrow_\mathcal{S} C' \text{ and } (C', D') \in R$.

$\mathcal{S}$ and $\mathcal{T}$ are interleaving bisimulation equivalent - $\mathcal{S} \approx_\mu \mathcal{T}$ - if there exists a sequential bisimulation between them.
Step equivalences can be defined by generalizing the single action transition relations $A \rightarrow_{\mathcal{S}} \subseteq \mathcal{A}(\mathcal{S}) \times \mathcal{A}(\mathcal{S})$ to \textit{step transition relations} $A \rightarrow_{\mathcal{S}} \subseteq \mathcal{A}(\mathcal{S}) \times \mathcal{A}(\mathcal{S})$, where $A$ is a multiset over $\text{Act}$.

\textbf{Definition.} Let $\mathcal{S}$ be an event structure and $A : \text{Act} \rightarrow \mathbb{N}$ a multiset over $\text{Act}$. For $X \subseteq E_\mathcal{S}$ let $l_\mathcal{S}(X) \in \mathbb{N}^{\text{Act}}$ be the multiset of labels of the events from $X$, defined by $l_\mathcal{S}(X)(a) = | \{ e \in X \mid l_\mathcal{S}(e) = a \} |$. Then $C \rightarrow_{\mathcal{S}} C'$ if $C \rightarrow_{\mathcal{S}} C'$ and $C' - C = G \subseteq E_\mathcal{S}$ such that $\forall e, e' \in G : e \circ_{\mathcal{S}} e'$ and $l_\mathcal{S}(G) = A$.

Here $C \rightarrow_{\mathcal{S}} C'$ says that if the system represented by $\mathcal{S}$ is in the state represented by $C$, then it may concurrently perform the multiset of actions $A$ and reach the state represented by $C'$. Since $A$ is a multiset rather than a set, actions may occur concurrently with themselves ('autoconcurrency').

\textbf{Definition.} A sequence $A_1 \cdots A_n$ of multisets $A_i \in \mathbb{N}^{\text{Act}}$ $(i = 1, \ldots, n)$ is a \textit{step trace} of an event structure $\mathcal{S}$ if there exist configurations $C_0, \cdots, C_n$ of $\mathcal{S}$ such that $C_0 = \emptyset$ and $C_i \rightarrow_{\mathcal{S}} C_i$ $(i = 1, \ldots, n)$. \textit{StepTraces} ($\mathcal{S}$) denotes the set of all step traces of $\mathcal{S}$.

Two event structures $\mathcal{S}$ and $\mathcal{S}'$ are \textit{step trace equivalent} - $\mathcal{S} \approx_{st} \mathcal{S}'$ - if $\text{StepTraces} (\mathcal{S}) = \text{StepTraces} (\mathcal{S}')$.

\textbf{Definition.} Let $\mathcal{S}, \mathcal{S}' \in \mathcal{E}$. A relation $R \subseteq \mathcal{A}(\mathcal{S}) \times \mathcal{A}(\mathcal{S}')$ is called a \textit{step bisimulation} between $\mathcal{S}$ and $\mathcal{S}'$ if $(\emptyset, \emptyset) \in R$ and whenever $(C, D) \in R$ then for $A \in \mathbb{N}^{\text{Act}}$:

- $C \rightarrow_{\mathcal{S}} C' \Rightarrow \exists D'$ with $D \rightarrow_{\mathcal{S}} D'$ and $(C', D') \in R$;
- $D \rightarrow_{\mathcal{S}} D' \Rightarrow \exists C'$ with $C \rightarrow_{\mathcal{S}} C'$ and $(C', D') \in R$.

$\mathcal{S}$ and $\mathcal{S}'$ are \textit{step bisimulation equivalent} - $\mathcal{S} \approx_{sb} \mathcal{S}'$ - if there exists a step bisimulation between them.

A trace equivalence preserving causal dependencies between action occurrences in runs of processes is the \textit{pomset trace equivalence} as implicitly employed, for instance, in \textit{Pratt} [15].

\textbf{Definition.} A \textit{partially ordered multiset (pomset)} is an isomorphism class of conflict-free event structures. A pomset $u$ is a pomset trace of an event structure $\mathcal{S}$ if $u$ is the isomorphism class of $\mathcal{S} \\ C$ for some configuration $C \in \mathcal{E}(\mathcal{S})$. \textit{Pomsets} ($\mathcal{S}$) denotes the set of all pomset traces of $\mathcal{S}$.

Two event structures $\mathcal{S}$ and $\mathcal{S}'$ are \textit{pomset trace equivalent} - $\mathcal{S} \approx_{pt} \mathcal{S}'$ - if $\text{Pomsets} (\mathcal{S}) = \text{Pomsets} (\mathcal{S}')$.

Sequential traces, step traces as well as pomset traces of an event structure $\mathcal{S}$ represent possible (partial) runs of the system represented by $\mathcal{S}$. A trace of each of these three types specifies a multiset of actions, executed during such a run. However, whereas sequential and step traces in addition only specify a possible order in which these actions may occur (with and without the possibility of simultaneous occurrences), a pomset trace specifies all causal dependencies between the occurrences of these actions, through the partial order inherited from $\mathcal{S}$. From this information all the possible orders in which the actions may occur can be derived.

Like pomset trace equivalence, most of the equivalences that preserve causal dependencies between occurrences of actions are defined by means of partial orders. Therefore, such equivalences are called \textit{partial order equivalences}. It happens that on $\mathcal{E}$ there is only one reasonable trace equivalence based on partial orders - namely $\approx_{pt}$ - and the same can be said about trace equivalences based on steps and on interleaving and about bisimulation equivalences based on steps and on interleaving. However, of late years several bisimulation equivalences based on partial orders have been defined on $\mathcal{E}$:

1986: the \textit{NMS partial ordering equivalence} of \textit{Degano, De Nicola & Montanari} [5],
1986: the \textit{pomset bisimulation equivalence} or \textit{equipoivalence} of \textit{Boudol & Castellani} [2],
1987: the \textit{generalized pomset bisimulation equivalence} of \textit{Van Glabbeek & Vaandrager} [8] and
1988: the \textit{behaviour structure bisimulation equivalence} of \textit{Rabinovich & Trakhtenbrot} [16].

In my opinion only the last - and finest - one fully captures the interplay of causality and branching and is most worthy of filling up the right upper corner of Figure 1. Originally it was defined on
behaviour structures [16], but in [6] the notion was defined on event structures as well, under the
name history preserving bisimulation equivalence.

DEFINITION. Let $S, T \in E$. A relation $R \subseteq G(S) \times G(T) \times \mathcal{P}(E_S \times E_T)$ is called a history preserving bisimulation between $S$ and $T$ if $(\emptyset, \emptyset, \emptyset) \in R$ and whenever $(C, D, f) \in R$ then:
- $f : C \to D$ is an isomorphism between $S \uparrow C$ and $T \uparrow D$;
- $C \to_S C' \Rightarrow \exists D', f' \text{ with } D \to_S D', (C', D', f') \in R \text{ and } f' \uparrow C = f$;
- $D \to_S D' \Rightarrow \exists C', f' \text{ with } C \to_S C', (C', D', f') \in R \text{ and } f' \uparrow C = f$.

$S$ and $T$ are history preserving bisimulation equivalent - $S \approx_h T$ - if there exists a history preserving bisimulation between them.

PROPOSITION 3: For all equivalences $\approx_1$ and $\approx_2$ defined in this section, the formula

$$\forall S, T \in E: S \approx_1 T \Rightarrow S \approx_2 T$$

holds iff there is a path $\approx_1 \to \cdots \to \approx_2$ in Figure 1.

PROOF: The implications follow directly from the definitions; in order to prove the absence of other implications, it suffices to provide counterexamples against $\approx_{pt} \to \approx_{ib}, \approx_{ib} \to \approx_{st}$ and $\approx_{st} \to \approx_{pt}$.

COUNTEREXAMPLES. In the graphical representations of event structures below, the conventions of [17] are followed: the conflict relation is denoted by means of dotted lines, only immediate conflicts - not the inherited ones - are indicated; the causality relation is represented by arrows, omitting those derivable by transitivity; and instead of events only their labels are displayed, if a label occurs twice it represents two different events. Thus these pictures determine event structures only up to isomorphism.

![Figure 3. Pomset trace equivalent but not interleaving bisimulation equivalent (standard example)](image)

The two event structures of Figure 3 are pomset trace equivalent: their pomset traces are $a \to b, a \to c, a$ and the empty pomset. However, they are not interleaving bisimulation equivalent: both systems represented perform first the action $a$ and then either $b$ or $c$, but the first system makes the choice between $b$ and $c$ after the execution of $a$ whereas the second one starts with making this choice.

![Figure 4. Interleaving bisimulation equivalent but not step trace equivalent (standard example)](image)

The first system represented in Figure 4 performs two actions $a$ and $b$ concurrently. The second one either performs $b$ after completion of $a$ or vice versa. In interleaving semantics these systems are identified. However, they are not step trace equivalent: only the first system can perform $a$ and $b$ simultaneously.
The two systems represented in Figure 5 are step bisimulation equivalent: both systems perform the actions $a$, $b$ and $c$ exactly once; in both cases $a$ is a prerequisite for $b$, and $c$ can happen before $a$, simultaneous with $a$, between $a$ and $b$, simultaneous with $b$, or after $b$; and in both cases all choices between alternative courses of action are made only when one of the alternatives actually occurs. However, they are not pomset trace equivalent: the pomset resembling the first event structure of Figure 5 is a pomset trace of this first event structure, but not of the second one.

Theorem: Of all equivalences mentioned in this section, only $\approx_p$, and $\approx_h$ are preserved under action refinement.

Proof: The two event structures of Figure 5 are step bisimulation equivalent. However, after refining $c$ in $c_1 \rightarrow c_2$ the resulting event structures (below) are not even interleaving trace equivalent.

Only the first one has a trace $c_1 a b c_2$. This shows that no equivalence that is at least as fine as interleaving trace equivalence and at least as coarse as step bisimulation equivalence is preserved under refinement of actions. More counterexamples and the refinement theorems for $\approx_p$, and $\approx_h$ can be found in [6].

4. The Behaviour of Concurrent Systems II

A configuration of an event structure $\mathcal{C}$ represents a state $S$ of the system represented by $\mathcal{C}$ by considering two kinds of events with respect to $S$: those that happened before the system reached this state and those that did not happen (yet). I argue that when events or transitions are considered to have a duration or structure, such configurations do not properly represent all the states of the represented system. Instead I propose to consider a third kind of events with respect to $S$: those that are currently happening when the system is in state $S$. This gives rise to the introduction of ST-configurations (a name explained in the introduction).
DEFINITION. An ST-configuration of \( \mathcal{S} \) is a pair \((C, P)\) of subsets of \( E_{\mathcal{S}} \), such that \( P \subseteq C \), \( C \) is finite and conflict-free and
\[
e' \prec_{\mathcal{S}} e \in C \Rightarrow e' \in P.
\]

Thus both \( P \) and \( C \) are configurations and \( C - P \) contains only maximal elements in \( C \). An ST-configuration \((C, P)\) represents the state of a concurrent system where \( C \) is the set of events whose execution has been started and \( P \) (the past) is the set of events whose execution has been completed. An ordinary configuration can be regarded as an ST-configuration with \( P = C \). Let \( S(\mathcal{S}) \) be the set of ST-configurations of \( \mathcal{S} \). Write \((C, P) \rightarrow_{\mathcal{S}} (C', P')\) if \((C, P), (C', P') \in S(\mathcal{S}) \), \( C \subseteq C' \) and \( P \subseteq P' \).

As in Section 2, the behaviour of a refined event structure \( r(\mathcal{S}) \) may be deduced from the behaviour of \( \mathcal{S} \) and from the behaviour of the event structures which are substituted for actions.

NOTATION. For each pair \((\tilde{C}, \tilde{P}) \in S(E_{\mathcal{S}}) \times S(E_{\mathcal{S}})\) with \( \tilde{P} \subseteq \tilde{C} \), there are unique sets \( C_e, P_e \subseteq E_{r(e)} \) for every \( e \in pr_1(\tilde{C}) \) such that \( \tilde{C} = \{(e, e') | e \in C_e, e' \in C_e\} \) and \( \tilde{P} = \{(e, e') | e \in pr_1(\tilde{C}), e' \in P_e\} \).

In fact \( C_e = \{(e', (e, e') \in \tilde{C}\} \) and \( P_e = \{e' | (e, e') \in \tilde{P}\} \). Now \( r^{-1}(\tilde{C}, \tilde{P}) \) denotes the unique pair \((C, P) \in S(E_{\mathcal{S}}) \times S(E_{\mathcal{S}})\) such that \( C = pr_1(\tilde{C}) \) and \( P = \{e \in C | P_e = E_{r(e)}\} \).

LEMMA 4: Let \( \mathcal{S} \) be an event structure and \( r \) a refinement.

i. \((\tilde{C}, \tilde{P}) \in S(E_{\mathcal{S}}) \times S(E_{\mathcal{S}})\) is an ST-configuration of \( r(\mathcal{S}) \) iff
\[
(\tilde{C}, \tilde{P}) = \{(e, e') | e \in C, e' \in C_e\} \text{ and } \tilde{P} = \{(e, e') | e \in C, e' \in P_e\} \text{ where}
\]
\((C, P)\) is an ST-configuration of \( \mathcal{S}\),
\((C_e, P_e)\) is an ST-configuration of \( r(e) \) for \( e \in C\),
\(P_e = E_{r(e)}\) iff \( e \in P\).

ii. If \((\tilde{C}, \tilde{P}) \rightarrow_{r(\mathcal{S})}(\tilde{C}', \tilde{P}')\) then \( r^{-1}(\tilde{C}, \tilde{P}) \rightarrow_{\mathcal{S}} r^{-1}(\tilde{C}', \tilde{P}')\).

PROOF: i. "\( \Rightarrow \)". Let \((\tilde{C}, \tilde{P}) \in S(r(\mathcal{S}))\). First I show that \((C, P) := r^{-1}(\tilde{C}, \tilde{P}) \in S(\mathcal{S})\).

- \( P \subseteq C \) by definition.
- \( C \) is finite and conflict-free since \( \tilde{C} \) is finite and conflict-free.
- Suppose \( d <_{\mathcal{S}} e \in C \). I have to show that \( d \in P\).
  - Since \( e \in C = pr_1(\tilde{C}) \) there exists \((e, e') \in \tilde{C}\);
  - since \( r(d) \) is non-empty there exists \((d, d') \in E_{r(\mathcal{S})}\);
  - since \( d <_{\mathcal{S}} e \) one has \((d, d') <_{r(\mathcal{S})}(e, e') \in \tilde{C}\);

  and since \((\tilde{C}, \tilde{P})\) is an ST-configuration it follows that \((d, d') \in \tilde{P} \subseteq \tilde{C}\).

Thus \( d \in C \). So it remains to be proven that \( P_d = E_{r(d)} \). Obviously \( P_d \subseteq E_{r(d)} \).

Now let \( d' \in E_{r(d)} \). Then \((d, d') \in E_{r(\mathcal{S})}\). Exactly as above one obtains \((d, d') \in \tilde{P} \), and hence \( d' \in P_d \). Thus \( P_d = E_{r(d)} \) and \( d \in P\).

Next let \( e \in C \). Put \( C_e = \{e' | (e, e') \in \tilde{C}\} \) and \( P_e = \{e' | (e, e') \in \tilde{P}\} \). I show that \((C_e, P_e) \in S(r(e))\).

- \( P_e \subseteq C_e \) since \( \tilde{P} \subseteq \tilde{C}\).
- \( C_e \) is finite since \( \tilde{C} \) is finite.
- \( C_e \) is conflict-free since \( r(e) \) is conflict-free.
- Suppose \( e' <_{r(e)} e'' \in C_e \). Then \((e, e') <_{r(\mathcal{S})}(e, e'') \in \tilde{C}\). Hence \((e, e') \in \tilde{P} \) and \( e' \in P_e \).
Finally the third requirement is met by construction.

"\(\Rightarrow\)". Let \((C, P) \in S(\mathfrak{S})\) and \((C_e, P_e) \in S(r(e))\) for \(e \in C\). Suppose \(P_e = E_{r(e)} \Leftrightarrow e \in P\) for \(e \in C\). Put 
\[ \tilde{C} = \{(e, e') \mid e \in C, e' \in C_e\} \quad \text{and} \quad \tilde{P} = \{(e, e') \mid e \in C, e' \in P_e\}. \]
I show that \((\tilde{C}, \tilde{P}) \in S(r(\mathfrak{S}))\).

\[ \tilde{P} \subseteq \tilde{C} \text{ since } P_e \subseteq C_e \text{ for } e \in C. \]

\[ \tilde{C} \text{ is finite since } C \text{ and } C_e \text{ are finite.} \]

\[ \tilde{C} \text{ is conflict-free since } C = pr_1(\tilde{C}) \text{ is conflict-free.} \]

Suppose \((d, d') \in r(\mathfrak{S})(e, e') \in \tilde{C}\). Then \(d \leq e \) or \(d = e \wedge d' < r(e)e'\).

If \(d \leq e \) then \(d \in P\), since \(e \in C\) and \((C, P) \in S(\mathfrak{S})\). Thus \(d \in C\) and \(P_d = E_{r(d)}\). Since 
\[ d' \in E_{r(d)} = P_d = \{d' \mid (d, d') \in \tilde{P}\} \] it follows that \((d, d') \in \tilde{P}\).

If \(d = e\) then \(d' \in P_e = P_d\), since \(d' < r(e)e' \in C_e\) and \((C_e, P_e) \in S(r(e))\). So also in this case one has 
\((d, d') \in \tilde{P}\), which had to be proved.

ii. Suppose \((\tilde{C}, \tilde{P}) \rightarrow_{r(\mathfrak{S})}(\tilde{C'}, \tilde{P'})\), i.e. \((\tilde{C}, \tilde{P}), (\tilde{C'}, \tilde{P'}) \in S(r(\mathfrak{S}))\), \(\tilde{C} \subseteq \tilde{C'}\) and \(\tilde{P} \subseteq \tilde{P'}\).

Then \(r^{-1}(\tilde{C}, \tilde{P}), r^{-1}(\tilde{C'}, \tilde{P'}) \in S(\mathfrak{S})\) (by i.) and \(r^{-1}(\tilde{C}, \tilde{P}) \rightarrow_{\mathfrak{S}} r^{-1}(\tilde{C'}, \tilde{P'})\) by definition.

I will end this section with a proposition saying that the ST-configurations of an event structure \(\mathfrak{S}\) describe the behaviour of the represented concurrent system in the same way as the ordinary configurations of the split event structure \(\text{split}(\mathfrak{S})\), obtained from \(\mathfrak{S}\) by splitting every action \(a\) into the sequence of actions \(a^+\) and \(a^-\), representing the beginning and the end of \(a\).

**DEFINITION.** For \(\Lambda\) a set of labels, let \(E(\Lambda)\) denote the domain of event structures labelled over \(\Lambda\). So \(E = E(Act)\).

A \(\Lambda\)-refinement \(r : Act \rightarrow E(\Lambda) - \{0\}\) is a function that takes any action \(a \in Act\) into a finite, conflict-free, non-empty event structure \(r(a) \in E(\Lambda)\). So a refinement as defined in Section 1 is an \(Act\)-refinement. If \(\mathfrak{S} \in E\) and \(r\) is a \(\Lambda\)-refinement, then \(r(\mathfrak{S}) \in E(\Lambda)\) is defined exactly as in Section 1.

**DEFINITION.** Put \(Act^\pm = \{a^+ \mid a \in Act\} \cup \{a^- \mid a \in Act\}\). Let \(split : Act \rightarrow E(Act^\pm)\) be the \(Act^\pm\)-refinement defined by \(E_{split(a)} = \{a^+, a^-, a^+ \leq_{split(a)} a^-\}\) and \(l_{split(a)}(a^+) = a^+, l_{split(a)}(a^-) = a^-\). It induces a function \(split : E(Act) \rightarrow E(Act^\pm)\). This function was introduced on Petri nets in [8], and on event structures in [17].

**PROPOSITION 4:** For each event structure \(\mathfrak{S} \in E\), there exists a bijective mapping \(i_\mathfrak{S} : S(\mathfrak{S}) \rightarrow \mathfrak{G}(\text{split}(\mathfrak{S}))\), such that for \(S \in S(\mathfrak{S})\):

\[ S \rightarrow_S S' \iff i_\mathfrak{S}(S) \rightarrow_{\text{split}(\mathfrak{S})} i_\mathfrak{S}(S'). \]

**PROOF:** \(i_\mathfrak{S}(C, P) = \{(e, (l_\mathfrak{S}(e))^+) \mid e \in C\} \cup \{(e, (l_\mathfrak{S}(e))^-) \mid e \in P\}\). Verification of all requirements is straightforward.

5. EQUIVALENCE NOTIONS FOR CONCURRENT SYSTEMS II

In this section the remaining equivalences of Figure 2 are defined in terms of ST-configurations.

The most straightforward generalization of interleaving semantics to the setting of ST-configurations yields split semantics. Split equivalences can be defined by generalizing the single action transition relations \(\rightarrow_{\mathfrak{S}} \subseteq S(\mathfrak{S}) \times S(\mathfrak{S})\) to split transition relations \(\rightarrow_{\mathfrak{S}} \subseteq S(\mathfrak{S}) \times S(\mathfrak{S})\), for \(a \in Act\) and \(\mathfrak{S} \in E\).
DEFINITION. $(C, P) \overset{a}{\rightarrow}_{\mathcal{S}} (C', P')$ iff $(C, P) \rightarrow_{\mathcal{S}} (C', P')$, $P' = P$ and $C' - C = \{e\}$ with $l_{\mathcal{S}}(e) = a$.

$(C, P) \overset{a}{\twoheadrightarrow}_{\mathcal{S}} (C', P')$ iff $(C, P) \rightarrow_{\mathcal{S}} (C', P')$, $C' = C$ and $P' - P = \{e\}$ with $l_{\mathcal{S}}(e) = a$.

Here $(C, P) \overset{a}{\twoheadrightarrow}_{\mathcal{S}} (C', P')$ says that if the system represented by $\mathcal{S}$ is in the state represented by $(C, P)$, then it may start performing an action $a$ and reach the state represented by $(C', P')$.

Furthermore $(C, P) \overset{a}{\rightarrow}_{\mathcal{S}} (C', P')$ says that if the system is in the state represented by $(C, P)$, then it may end performing an action $a$ and reach the state represented by $(C', P')$.

DEFINITION. A sequence $a_1 \cdots a_n \in (Act \overset{=}{} *)^*$ is a split trace of an event structure $\mathcal{S}$ if there exist $i$-configurations $(C_0, P_0), \ldots, (C_n, P_n)$ of $\mathcal{S}$ such that $(C_0, P_0) = (\emptyset, \emptyset)$ and $(C_{i-1}, P_{i-1}) \overset{a_i}{\rightarrow}_{\mathcal{S}} (C_i, P_i)$ $(i = 1, \ldots, n)$. $SplitTraces(\mathcal{S})$ denotes the set of all split traces of $\mathcal{S}$.

Two event structures $\mathcal{S}$ and $\mathcal{T}$ are split trace equivalent - $\mathcal{S} \approx_{str} \mathcal{T}$ - if $SplitTraces(\mathcal{S}) = SplitTraces(\mathcal{T})$.

DEFINITION. Let $\mathcal{S}, \mathcal{T} \in \mathcal{E}$. A relation $R \subseteq \mathcal{S}(\mathcal{S}) \times \mathcal{S}(\mathcal{T})$ is called a split bisimulation between $\mathcal{S}$ and $\mathcal{T}$ if for all $((\emptyset, \emptyset), (\emptyset, \emptyset)) \in R$ and whenever $((C, P), (D, Q)) \in R$ then for $a \in Act \overset{=}{} *$:

- $(C, P) \overset{a}{\rightarrow}_{\mathcal{S}} (C', P') \Rightarrow \exists D', Q' \text{ with } (D, Q) \overset{a}{\rightarrow}_{\mathcal{T}} (D', Q') \text{ and } ((C', P'), (D', Q')) \in R$;
- $(D, Q) \overset{a}{\rightarrow}_{\mathcal{T}} (D', Q') \Rightarrow \exists C', P' \text{ with } (C, P) \overset{a}{\rightarrow}_{\mathcal{S}} (C', P') \text{ and } ((C', P'), (D', Q')) \in R$.

$\mathcal{S}$ and $\mathcal{T}$ are split bisimulation equivalent - $\mathcal{S} \approx_{str} \mathcal{T}$ - if there exists a split bisimulation between them.

Alternatively, split equivalences can be defined as ordinary interleaving equivalences on split event structures, and even as step equivalences on split event structures. The following proposition says that this yields the same trace and bisimulation equivalences as the definitions above.

PROPOSITION 5.1: $\mathcal{S} \approx_{str} \mathcal{T} \iff split(\mathcal{S}) \approx_{it} split(\mathcal{T}) \iff split(\mathcal{S}) \approx_{sb} split(\mathcal{T}) \iff split(\mathcal{S}) \approx_{sh} split(\mathcal{T})$.

PROOF: Let $i_{\mathcal{S}} : \mathcal{S}(\mathcal{S}) \rightarrow \mathcal{E}(\mathcal{S}(\mathcal{S}))$ be the bijection from the previous proposition, then for $S \in \mathcal{S}(\mathcal{S})$ and $a \in Act \overset{=}{} *$:

- $S \overset{a}{\rightarrow}_{\mathcal{S}} S'$ iff $i_{\mathcal{S}}(S) \overset{a}{\rightarrow}_{\mathcal{E}(\mathcal{S}(\mathcal{S}))} i_{\mathcal{S}}(S')$.

Furthermore, if $C, C' \in \mathcal{E}(\mathcal{S}(\mathcal{S}))$ and $A$ is a multiset over $Act \overset{=}{} *$ consisting of the actions $a_1^+, \ldots, a_m^+$, $b_1^-, \ldots, b_m^-$ then

- $C \overset{A}{\rightarrow}_{\mathcal{S}(\mathcal{S})} C' \iff C \overset{a_1^+}{\rightarrow}_{\mathcal{S}(\mathcal{S})} \cdots \overset{a_m^+}{\rightarrow}_{\mathcal{S}(\mathcal{S})} \overset{b_1^-}{\rightarrow}_{\mathcal{S}(\mathcal{S})} \cdots \overset{b_m^-}{\rightarrow}_{\mathcal{S}(\mathcal{S})} C'$.

From this the proposition follows immediately.

Split-semantics is just interleaving semantics, but based on interleaving of beginnings and ends of action occurrences, instead of entire action occurrences. However, since different occurrences of the same action can not be distinguished, it is in general not possible to tell when an occurrence of $a^+$ and an occurrence of $a^-$ originate from to the same occurrence of $a$. ST-semantics is a refinement of split semantics, where occurrences of $a^+$ and $a^-$ are explicitly connected if they represent the beginning and end of the same occurrence of $a$.

DEFINITION. A pre-interval sequence is a triple $(E, I, \sigma)$ with $E$ a set, $I : E \rightarrow Act$ a labelling function and $\sigma$ a sequence over $E^\overset{=}{} * = \{e^+ \mid e \in E\} \cup \{e^- \mid e \in E\}$ whose elements are all different, and which can contain $e^+$ only after $e^-$ (for $e \in E$). For $I : E \rightarrow Act$ define $I^\overset{=}{} : E^\overset{=}{} \rightarrow Act^\overset{=}{}$ by $I(e^+) = (I(e))^+$ and $I(e^-) = (I(e))^-$.

Let $(E, I, \sigma)$ be a pre-interval sequence and let $1 \leq i < j \leq n$. $\alpha_i$ and $\alpha_j$ are connected, notation $\alpha_i < \alpha_j$, if $\alpha_i = e^+$ and $\alpha_j = e^-$ for certain $e \in E$. Now two pre-interval sequences $(E, I, \alpha_1 \cdots \alpha_n)$ and $(E', I', \beta_1 \cdots \beta_m)$ are isomorphic if $n = m$, $I^\overset{=}{}(\alpha_i) = I^\overset{=}{}(\beta_j)$ for $1 \leq i \leq n$, and $\alpha_i < \alpha_j \Leftrightarrow \beta_i < \beta_j$ for $1 \leq i < j \leq n$. An interval sequence is an isomorphism class of pre-interval sequences.
EXAMPLE: Let $E = \{e_0, e_1, e_2, e_3, e_4\}$, $l(e_0) = l(e_4) = b$ and $l(e_1) = l(e_2) = l(e_3) = a$. Figure 7 shows a pre-interval sequence over $E$, together with its associated interval sequence. The connectedness relation $<$ is represented by arcs.

$$
\begin{array}{c}
e_0^+ \ e_1^+ \ e_2^- \ e_0^- \ e_3^+ \ e_2^- \ e_4^+ \ e_3^-
\end{array}
$$

\begin{itemize}
\item $b^+$
\item $a^+$
\item $b^-$
\item $a^+$
\item $a^-$
\item $b^+$
\item $a^-$
\end{itemize}

\textbf{Figure 7. Pre-interval sequence and interval sequence}

DEFINITION. $(C, P) \not\leq_{ST} (C', P')$ iff $(C, P) \rightarrow_{g}(C', P')$, $P' = P$ and $C' = C = \{e\}$.

$(C, P) \not\leq_{ST} (C', P')$ iff $(C, P) \rightarrow_{g}(C', P')$, $C' = C$ and $P' = P = \{e\}$.

A structure $(E_{g}, l_{g}, a_{1}, \ldots, a_{n})$ is a pre-ST-trace of an event structure $\mathcal{S}$ if there exist ST-configurations $(C_0, P_0), \ldots, (C_n, P_n)$ of $\mathcal{S}$ such that $(C_0, P_0) = (\emptyset, \emptyset)$ and $(C_{i-1}, P_{i-1}) \rightarrow_{g}(C_i, P_i)$ $(i = 1, \ldots, n)$.

An ST-trace of $\mathcal{S}$ is an interval sequence which is the isomorphism class of a pre-ST-trace of $\mathcal{S}$.

\textbf{ST-Traces ($\mathcal{S}$)} denotes the set of all ST-traces of $\mathcal{S}$.

Two event structures $\mathcal{S}$ and $\mathcal{F}$ are \textbf{ST-trace equivalent} - $\mathcal{S} \equiv_{ST} \mathcal{F}$ - if ST-Traces ($\mathcal{S}$) $\subseteq$ ST-Traces ($\mathcal{F}$).

Next I propose another characterization of ST-trace equivalence that will be more convenient later on.

DEFINITION. $\mathcal{S} \leq_{ST} \mathcal{F}$ iff for every chain of ST-configurations

$$(\emptyset, \emptyset) \rightarrow_{g}(C_1, P_1) \rightarrow_{g} \cdots \rightarrow_{g}(C_n, P_n)$$

in $\mathcal{S}$ there is a chain

$$(\emptyset, \emptyset) \rightarrow_{g}(D_1, Q_1) \rightarrow_{g} \cdots \rightarrow_{g}(D_n, Q_n)$$

in $\mathcal{F}$ and a bijection $f : C \rightarrow D$, satisfying $l_{\mathcal{S}}(f(e)) = l_{\mathcal{F}}(e)$, $f(C_i) = D_i$ and $f(P_i) = Q_i$ for $i = 1, \ldots, n$.

\textbf{Proposition 5.2:} $\mathcal{S} \equiv_{ST} \mathcal{F} \iff (\mathcal{S} \leq_{ST} \mathcal{F}) \land (\mathcal{F} \leq_{ST} \mathcal{S})$.

\textbf{Proof:} Write $\mathcal{S} \leq_{ST} \mathcal{F}$ iff for every chain

$$
(\emptyset, \emptyset) \xrightarrow{a_{1}} (C_1, P_1) \xrightarrow{a_{2}} \cdots \xrightarrow{a_{n}} (C_n, P_n)
$$

in $\mathcal{S}$ (with $a_{i} \in E_{\mathcal{S}}$) there is a chain

$$
(\emptyset, \emptyset) \xrightarrow{b_{1}} (D_1, Q_1) \xrightarrow{b_{2}} \cdots \xrightarrow{b_{n}} (D_n, Q_n)
$$

in $\mathcal{F}$ and a bijection $f : C \rightarrow D$, satisfying $l_{\mathcal{F}}(f(e)) = l_{\mathcal{S}}(e)$, $f(C_i) = D_i$ and $f(P_i) = Q_i$ for $i = 1, \ldots, n$.

Furthermore write $\mathcal{S} \leq_{ST} \mathcal{F}$ iff for every chain

$$
(\emptyset, \emptyset) \xrightarrow{a_{1}} (C_1, P_1) \xrightarrow{a_{2}} \cdots \xrightarrow{a_{n}} (C_n, P_n)
$$

in $\mathcal{S}$ (with $a_{i} \in E_{\mathcal{S}}$) there is a chain

$$
(\emptyset, \emptyset) \xrightarrow{a_{1}} (D_1, Q_1) \xrightarrow{a_{2}} \cdots \xrightarrow{a_{n}} (D_n, Q_n)
$$

in $\mathcal{F}$ such that $l_{\mathcal{F}} (a_{i}) = l_{\mathcal{S}} (b_{i})$ for $1 \leq i \leq n$, and $a_{i} \prec a_{j}$ $\iff b_{i} \prec b_{j}$ for $1 \leq i < j \leq n$.

\textbf{Claim 1:} $\mathcal{S} \leq_{ST} \mathcal{F} \iff \mathcal{S} \leq_{ST} \mathcal{F}$.

\textbf{Claim 2:} $\mathcal{S} \leq_{ST} \mathcal{F} \iff \mathcal{S} \leq_{ST} \mathcal{F}$.

\textbf{Claim 3:} $\mathcal{S} \leq_{ST} \mathcal{F} \iff$ ST-Traces ($\mathcal{S}$) $\subseteq$ ST-Traces ($\mathcal{F}$).
Now the proposition follows by combination of these claims.

Proof of claim 1: \("\Rightarrow\). Suppose \(S \subseteq ST\) and \((\emptyset, \emptyset) \overset{a_1}{\rightarrow}_S (C_1, P_1) \overset{a_2}{\rightarrow}_S \cdots \overset{a_n}{\rightarrow}_S (C_n, P_n)\) is a chain in \(S\) with \(a_i \in E^\sigma\). Then there must be a chain \((\emptyset, \emptyset) \overset{\sigma}{\rightarrow}_S (D_1, Q_1) \overset{\sigma}{\rightarrow}_S \cdots \overset{\sigma}{\rightarrow}_S (D_n, Q_n)\) in \(\mathcal{F}\) and a bijection \(f : C_n \rightarrow D_n\) satisfying \(l_\sigma(f(e)) = l_\sigma(e)\), \(f(C_i) = D_i\) and \(f(P_i) = Q_i\) for \(i = 1, \cdots, n\). Because of this bijection - only considering the ‘sizes’ of \(D_i\) and \(Q_i\) - there must be \(\beta_i \in E^\sigma\) for \(i = 1, \cdots, n\) such that \((C_{i-1}, P_{i-1}) \overset{\beta_i}{\rightarrow}_S (C_i, P_i)\).

\("\Rightarrow\). This follows from the observation that whenever in an event structure \((S, E^\sigma), (C, P) \overset{a_1}{\rightarrow}_S (C', P')\), there exist ST-configurations \((C_0, P_0), \cdots, (C_k, P_k)\) of \(S\) and a sequence \(a_1 \cdots a_k \in (E^\sigma)^k\) such that \((C_0, P_0) = (C, P), (C_{i-1}, P_{i-1}) \overset{a_i}{\rightarrow}_S (C_i, P_i)\) (\(i = 1, \cdots, k\)), and \((C_k, P_k) = (C', P')\).

Proof of claim 2: \("\Rightarrow\). Let \((\emptyset, \emptyset) \overset{a_1}{\rightarrow}_S \cdots \overset{a_n}{\rightarrow}_S (C_n, P_n)\) and \((\emptyset, \emptyset) \overset{\beta_1}{\rightarrow}_S \cdots \overset{\beta_n}{\rightarrow}_S (D_n, Q_n)\) be chains of ST-configurations in \(S\) and \(\mathcal{F}\) with \(a_i \in E^\sigma\) and \(\beta_i \in E^\sigma\) for \(i = 1, \cdots, n\) and let \(f : C_n \rightarrow D_n\) be a bijection, satisfying \(l_\sigma(f(e)) = l_\sigma(e)\), \(f(C_i) = D_i\) and \(f(P_i) = Q_i\) for \(i = 1, \cdots, n\). Since \(f(C_i) = D_i\) and \(f(P_i) = Q_i\), it follows that \(a_i = e^+ \Leftrightarrow \beta_i = f(e)^-\) and \(a_i = e^- \Leftrightarrow \beta_i = f(e)^+\) for \(i = 1, \cdots, n\). Hence \(l^\sigma_\alpha(a_i) = l^\sigma_\beta(\beta_i)\) for \(1 \leq i \leq n\), and \(a_i < a_j \Leftrightarrow \beta_i < \beta_j\) for \(1 \leq i < j \leq n\).

\("\Rightarrow\). Let \((\emptyset, \emptyset) \overset{a_1}{\rightarrow}_S (C_1, P_1) \overset{a_2}{\rightarrow}_S \cdots \overset{a_n}{\rightarrow}_S (C_n, P_n)\) and \((\emptyset, \emptyset) \overset{\beta_1}{\rightarrow}_S \cdots \overset{\beta_n}{\rightarrow}_S (D_n, Q_n)\) be chains of ST-configurations in \(S\) and \(\mathcal{F}\) with \(a_i \in E^\sigma\) and \(\beta_i \in E^\sigma\) for \(i = 1, \cdots, n\) such that \(l^\sigma_\alpha(a_i) = l^\sigma_\beta(\beta_i)\) for \(1 \leq i \leq n\), and \(a_i < a_j \Leftrightarrow \beta_i < \beta_j\) for \(1 \leq i < j \leq n\). Note that \(C_i = \{e \in E^\sigma \mid 3j \leq i : a_j = e^+\}\) and \(P_i = \{e \in E^\sigma \mid 3j \leq i : a_j = e^-\}\) and similarly for \(D_i\) and \(Q_i\). Define \(f : C_n \rightarrow D_n\) by \(f(e) = d \Leftrightarrow 3i \leq n : (a_i = e^+ \wedge \beta_i = d^-)\). Since \(l^\sigma_\alpha(a_i) = l^\sigma_\beta(\beta_i)\) for \(1 \leq i \leq n\), \(f\) is well-defined and bijective, and satisfies \(l_\sigma(f(e)) = l_\sigma(e)\) and \(f(C_i) = D_i\) for \(i = 1, \cdots, n\). Finally \(e \in P_i \Leftrightarrow 3k < j < i : (a_k = e^+ \wedge a_j = e^-) \Leftrightarrow 3k < j < i : (\beta_k = f(e)^+ \wedge (\text{using } a_k < a_j \Rightarrow \beta_k < \beta_j)\) \(\beta_k = f(e)^-\) \(\Leftrightarrow f(e) \in Q_i\) so \(f(P_i) = Q_i\) for \(i = 1, \cdots, n\).

Finally claim 3 follows directly from the definitions.

ST-bisimulation equivalence will be defined in the same style as the alternative characterization of ST-trace equivalence. The connection of occurrences of \(a^+\) and \(a^-\) that represent the beginning and end of the same occurrence of \(a\) is implemented by means of a bijection between related ST-configurations.

**Definition.** Let \(S, \mathcal{F} \in E\). A relation \(R \subseteq S(S(\emptyset) \times S(\emptyset) \times S(E^\sigma \times E^\sigma))\) is called an ST-bisimulation between \(S\) and \(\mathcal{F}\) if \(((\emptyset, \emptyset), (\emptyset, \emptyset), (\emptyset, \emptyset)) \in R\) and whenever \(((C, P), (D, Q), f) \in R\) then:

- \(f : C \rightarrow D\) is a bijection, satisfying \(l_\sigma(f(e)) = l_\sigma(e)\) and \(f(P) = Q\);\n- \((C, P) \overset{a}{\rightarrow}_S (C', P') \Rightarrow 3D', Q', f'\) with \((D, Q) \overset{a}{\rightarrow}_S (D', Q'), ((C', P'), (D', Q'), f') \in R\) and \(f' \uparrow C = f;\n- \((D, Q) \overset{a}{\rightarrow}_S (D', Q') \Rightarrow 3C', P', f'\) with \((C, P) \overset{a}{\rightarrow}_S (C', P'), ((C', P'), (D', Q'), f') \in R\) and \(f' \uparrow C = f;\n- \(S\) and \(\mathcal{F}\) are ST-bisimulation equivalent - \(S \approx_{ST} \mathcal{F}\) - if there exists an ST-bisimulation between them.

Remark that the same equivalence is obtained if in the definition above the general transition relations \(\rightarrow\) are replaced by the split transition relations \(\overset{a}{\rightarrow}\) for \(a \in Act^\pm\). One direction follows from the requirements for the bijection \(f\); the other one follows as in the proof of Proposition 5.2. Analogously, in [6] it was shown that the definition of history preserving bisimulation equivalence is invariant under replacement of the general transition relations \(\rightarrow\) by the single action transition relations \(\overset{a}{\rightarrow}\) for \(a \in Act\). Now it is not difficult to show that if in this version of the definition of ST-bisimulation equivalence the requirement \(f(P) = Q\) would be skipped, the resulting equivalence would be split bisimulation equivalence again. This requirement ensures the connection of occurrences of \(a^+\) and \(a^-\) originating from the same occurrence of \(a\).
As for split equivalences, the ST-equivalences can be defined alternatively by means of split event structures. First some preliminary definitions.

**Definition.** For $\mathcal{S} \in \mathcal{E}(\text{Act}^{\leq})$, define the connectedness relation $\prec_{\mathcal{S}} \subseteq \mathbb{E}_\mathcal{S} \times \mathbb{E}_\mathcal{S}$ by

\[ e' \prec_{\mathcal{S}} e \iff l_\mathcal{S}(e) = a^- \text{ for certain } a \in \text{Act} \text{ and for } d \in \mathbb{E}_\mathcal{S}: (d \prec_{\mathcal{S}} e \iff d \preceq e'). \]

**Definition.** Write $C \xrightarrow{\delta} C'$ if $C \rightarrow_{\mathbb{E}} C'$ and $C' - C = \{e\}$. A sequence $\alpha_1 \ldots \alpha_n \in \mathbb{E}_\mathcal{S}$ is a pre-trace of an event structure $\mathcal{S} \in \mathcal{E}(\text{Act}^{\leq})$ if there exist configurations $C_0, \ldots, C_n$ of $\mathcal{S}$ such that $C_0 = \emptyset$ and $C_i - C_{i-1} = \{\alpha_i\}$ (i = 1, \ldots, n). Two pre-traces $\alpha_1 \ldots \alpha_n$ and $\beta_1 \ldots \beta_m$ of $\mathcal{S}$ and $\mathcal{S}'$ are $\prec$-isomorphic if $n = m$, $l_\mathcal{S}(\alpha_i) = l_{\mathcal{S}'}(\beta_i)$ for $1 \leq i \leq n$, and $\alpha_i \prec_{\mathcal{S}} \beta_j$ for $1 \leq i < j \leq n$. A $\prec$-trace of $\mathcal{S}$ is the isomorphism class of a pre-trace of $\mathcal{S}$. $\prec$-Traces ($\mathcal{S}$) denotes the set of all $\prec$-traces of $\mathcal{S}$. Two event structures $\mathcal{S}$ and $\mathcal{S}' \in \mathcal{E}(\text{Act}^{\leq})$ are $\prec$-trace equivalent - $\mathcal{S} \approx_{\prec} \mathcal{S}'$ - if $\prec$-Traces ($\mathcal{S}$) = $\prec$-Traces ($\mathcal{S}'$).

**Definition.** Let $\mathcal{S}, \mathcal{S}' \in \mathcal{E}(\text{Act}^{\leq})$. A relation $R \subseteq (\mathcal{S} \times \mathcal{S}) \times (\mathbb{E}_\mathcal{S} \times \mathbb{E}_\mathcal{S})$ is called a $\prec$-bismutation between $\mathcal{S}$ and $\mathcal{S}'$ if $(\emptyset, \emptyset, \emptyset) \in R$ and whenever $(C, D, f) \in R$ then:

- $f : C \rightarrow D$ is a bijection, satisfying $l_\mathcal{S}(f(e)) = l_\mathcal{S}'(e)$ and $f(e) \prec_{\mathcal{S}} f(e') \iff e \prec_{\mathcal{S}} e'$;
- $C \rightarrow_{\mathcal{S}} C' \Rightarrow \exists D', f' \text{ with } D \rightarrow_{\mathcal{S}} D', (C', D', f') \in R$ and $f' \upharpoonright C = f$;
- $D \rightarrow_{\mathcal{S}'} D' \Rightarrow \exists C', f' \text{ with } C \rightarrow_{\mathcal{S}} C', (C', D', f') \in R$ and $f' \upharpoonright C = f$.

$\mathcal{S}$ and $\mathcal{S}'$ are $\prec$-bismutation equivalent - $\mathcal{S} \approx_{\prec} \mathcal{S}'$ - if there exists a $\prec$-bismutation between them.

**Proposition 5.3.** $\mathcal{S} \approx_{\text{ST}} \mathcal{S}' \iff \text{split}(\mathcal{S}) \approx_{\text{ST}} \text{split}(\mathcal{S})$

$\mathcal{S} \approx_{\text{ST}} \mathcal{S}' \iff \text{split}(\mathcal{S}) \approx_{\prec} \text{split}(\mathcal{S})$.

**Proof:** For $\mathcal{S} \in \mathcal{E}$ define $i: E_\mathcal{S} \rightarrow E_{\text{split}(\mathcal{S})}$ by $i(e^+) = (e, (l_\mathcal{S}(e))^+)$ and $i(e^-) = (e, (l_\mathcal{S}(e))^-)$. Now the bijections $i: (\mathcal{S} \approx_{\text{ST}} \mathcal{S} \approx_{\prec} \text{split}(\mathcal{S}))$ from Proposition 4 satisfy for $\mathcal{S} \in \text{split}(\mathcal{S})$ and $\alpha \in \mathbb{E}_\mathcal{S}$:

\[ S \xrightarrow{\alpha} S' \iff i(S) \xrightarrow{i(\alpha)} \text{split}(\mathcal{S})i(S'). \]

Hence $\alpha_1 \ldots \alpha_n \in (\mathbb{E}_\mathcal{S})^+$ (actually $(E_\mathcal{S}, l_\mathcal{S}, \sigma)$ with $\sigma = \alpha_1 \ldots \alpha_n$) is a pre-ST-trace of an event structure $\mathcal{S}$ if $i(\alpha_1) \ldots i(\alpha_n) \in \text{split}(\mathcal{S})$ is a pre-trace of $\text{split}(\mathcal{S})$. Furthermore two pre-ST-traces $\alpha_1 \ldots \alpha_n$ and $\beta_1 \ldots \beta_m$ of $\mathcal{S}$ are isomorphic iff $i(\alpha_1) \ldots i(\alpha_n)$ and $i(\beta_1) \ldots i(\beta_m)$ are $\prec$-isomorphic. Thus $\prec$-Traces (split($\mathcal{S}$)) is derivable from ST-Traces ($\mathcal{S}$) and vice-versa. From this the first statement of the proposition follows.

As for the second statement, let $\mathcal{S}, \mathcal{S}' \in \mathcal{E}$.

\[ \mathcal{R}(\mathcal{S}, \mathcal{S}') = \{(C, P, D, Q, f) \in S(\mathcal{S}) \times S(\mathcal{S}) \times S(E_\mathcal{S} \times E_\mathcal{S}) : f : C \rightarrow D \text{ is a bijection, satisfying } l_\mathcal{S}(f(e)) = l_\mathcal{S}(e) \text{ and } f(P) = Q\}. \]

For $(S, T, f)$ and $(S', T', f') \in \mathcal{R}(\mathcal{S}, \mathcal{S})$ write $(S, T, f) \rightarrow (S', T', f')$ if $S \rightarrow_{\mathcal{S}} S', T \rightarrow_{\mathcal{S}} T'$, and $f' \upharpoonright C = f$.

\[ \mathcal{R}_{\text{split}}(\mathcal{S}, \mathcal{S}') = \{(C, D, f) \in S(\text{split}(\mathcal{S})) \times S(\text{split}(\mathcal{S})) \times S(E_{\text{split}(\mathcal{S})} \times E_{\text{split}(\mathcal{S})}) : f : C \rightarrow D \text{ is a bijection, satisfying } l_{\text{split}(\mathcal{S})}(f(e)) = l_{\text{split}(\mathcal{S})}(e) \text{ and } f(e) \prec_{\mathcal{S}} f(e') \iff e \prec_{\mathcal{S}} e'\}. \]

For $(C, D, f)$ and $(C', D', f') \in \mathcal{R}_{\text{split}}(\mathcal{S}, \mathcal{S})$ write $(C, D, f) \rightarrow (C', D', f')$ if $C \rightarrow_{\mathcal{S}} C', D \rightarrow_{\mathcal{S}} C'$, and $f' \upharpoonright C = f$.

Define $i : \mathcal{R}(\mathcal{S}, \mathcal{S}) \rightarrow \mathcal{R}_{\text{split}}(\mathcal{S}, \mathcal{S}')$ by $i(S, T, f) = (i(S), i(T), i(f))$ where $i_{\mathcal{S}}$ and $i_{\mathcal{S}'}$ are the bijections from Proposition 4 and $i(f) : i(S) \rightarrow i(T)$ is defined by $i(f)(e, a^-) = (f(e), a^-)$ and $i(f)(e, a^+) = (f(e), a^+)$. Now it is not difficult to establish that $i$ is a bijection, satisfying

\[ (S, T, f) \rightarrow (S', T', f') \iff i(S, T, f) \rightarrow i(S', T', f'). \]

From this it follows that $R \subseteq \mathcal{R}(\mathcal{S}, \mathcal{S})$ is an ST-bisimulation between $\mathcal{S}$ and $\mathcal{S}'$ if $i(R) = \{(i(S, T, f) : (S, T, f) \in R) \subseteq \mathcal{R}_{\text{split}}(\mathcal{S}, \mathcal{S}')$ is a $\prec$-bismutation between split($\mathcal{S}$) and split($\mathcal{S}'$). \qed
PROPOSITION 5.4: For all equivalences $\approx_1$ and $\approx_2$ on $E$ defined so far, the formula

$$\forall \mathcal{S}, \mathcal{T} \in E: \mathcal{S} \approx_1 \mathcal{T} \Rightarrow \mathcal{S} \approx_2 \mathcal{T}$$

holds iff there is a path $\approx_1 \rightarrow \cdots \rightarrow \approx_2$ in Figure 2.

**Proof:** In order to prove the announced implications, it suffices to restrict attention to the ones corresponding with an arrow $\approx_1 \rightarrow \approx_2$ in Figure 2. Five of them are dealt with in Proposition 3 already. In order to prove the implications $\approx_2 \rightarrow \approx_3$ and $\approx_2 \rightarrow \approx_3$, consider, for $\mathcal{S} \in E$, the mapping $j: \mathcal{S}(C) \rightarrow \mathcal{S}(C)$ defined by $j(C) = (C, C)$. Note that $j$ is a well-defined injection with $\text{range}(j) = \{(C, P) \in \mathcal{S}(C) \mid C = P\}$. Now for $C \in \mathcal{S}(C_0)$, $A$ a multiset over $act$, and $a_1 \cdots a_n \in Act$ an arbitrary enumeration of $A$, it is easily obtained that

$$\exists C': \ C \xrightarrow{A} C' \land j(C') = (S, T) \iff j(C) \xrightarrow{a_1} (C, C) \xrightarrow{a_2} (C, C) \cdots \xrightarrow{a_n} (S, T).$$

From this the required implications follow immediately. In order to prove the remaining six implications, first consider the implications between equivalences on $E(Act^\pm)$ displayed in Figure 8.

![Figure 8. Some semantic equivalences on $E(Act^\pm)$](image)

These implications follow immediately from the definitions. The proofs in [6] that $\approx_{pt}$ and $\approx_{h}$ are preserved under refinement can be trivially extended to a setting with $\Lambda$-refinements for any labelling set $\Lambda$. So it follows that

$$\mathcal{S} \approx_{pt} \mathcal{T} \Rightarrow \text{split}(\mathcal{S}) \approx_{pt} \text{split}(\mathcal{T}) \text{ and } \mathcal{S} \approx_{h} \mathcal{T} \Rightarrow \text{split}(\mathcal{S}) \approx_{h} \text{split}(\mathcal{T}).$$

Now the remaining six implications on $E(Act)$ follow from Propositions 5.1 and 5.3.

In order to prove the absence of other implications, it suffices to provide counterexamples against $\approx_{pt} \rightarrow \approx_{ib}, \approx_{ib} \rightarrow \approx_{st}, \approx_{ib} \rightarrow \approx_{st}, \approx_{st} \rightarrow \approx_{ST}, \approx_{ST} \rightarrow \approx_{pt}$. The first two counterexamples where given already in Section 3. For the third counterexample consider the two event structures of Figure 5. In Section 3 it was established already that they are step bisimulation equivalent. Furthermore they are not split trace equivalent, since $a^+ c^+ a^- b^+ c^- b^-$ is a split trace of the first one but not of the second one.

![Figure 9. ST-bisimulation equivalent but not pomset trace equivalent](image)

The fourth counterexample will be provided in [9]. For the last counterexample consider the two systems represented in Figure 9. Both systems perform the actions $a$ and $b$ exactly once. In the first
system these actions can only be independent, whereas in the second one \( b \) can be executed either dependent or independent of \( a \). The difference between the two systems does not occur before (and unless) they reach a state where the execution of \( a \) is completed and the execution of \( b \) is not yet begun. However, in this state both systems have exactly the same future, consisting of exactly one occurrence of \( b \). Hence they are identified in ST-bisimulation semantics. On the other hand the pomset \( a \rightarrow b \) is a pomset trace of the second system, but not of the first. So the two systems are not pomset trace equivalent. This example also shows that ST-semantics does not respect causality. \( \square \)

6. THE REFINEMENT THEOREMS

Finally I will prove the announced refinement theorems for ST-semantics. In Van Glabbeek & Vaandrager [9] it will be shown that such a theorem does not hold for split semantics.

**Theorem:** Let \( \mathcal{S}, \mathcal{F} \in \mathcal{E} \) and \( r \) be a refinement. Then \( \mathcal{S} \approx_{STB} \mathcal{F} \Rightarrow r(\mathcal{S}) \approx_{STB} r(\mathcal{F}) \).

**Proof:** Let \( R \subseteq \mathcal{S}(E_\mathcal{S}) \times \mathcal{S}(E_\mathcal{F}) \times \mathcal{S}(E_\mathcal{S} \times E_\mathcal{F}) \) be an ST-bisimulation between \( \mathcal{S} \) and \( \mathcal{F} \). Define the relation \( \tilde{R} \) by:

\[
\tilde{R} = \{ (\tilde{C}, \tilde{P}, (\tilde{D}, \tilde{Q}), \tilde{f}) \in \mathcal{S}(E_\mathcal{S}) \times \mathcal{S}(E_\mathcal{F}) \times \mathcal{S}(E_\mathcal{S} \times E_\mathcal{F}) | \exists (C, P, (D, Q), f) \in R \}
\]

such that \( r^{-1}(\tilde{C}, \tilde{P}) = (C, P), r^{-1}(\tilde{D}, \tilde{Q}) = (D, Q) \) and \( \tilde{f} : \tilde{C} \rightarrow \tilde{D} \) is a bijection, satisfying \( \tilde{f}(e, e') = (f(e), e') \) and \( \tilde{f}^{'}(\tilde{P}) = \tilde{Q} \).

I show that \( \tilde{R} \) is an ST-bisimulation between \( r(\mathcal{S}) \) and \( r(\mathcal{F}) \).

i. \( ((\emptyset, \emptyset), (\emptyset, \emptyset), \emptyset) \in \tilde{R} \) since \( ((\emptyset, \emptyset), (\emptyset, \emptyset), \emptyset) \in R \).

ii. Suppose \( ((\tilde{C}, \tilde{P}), (\tilde{D}, \tilde{Q}), \tilde{f}) \in \tilde{R} \). Take \( ((C, P), (D, Q), f) \in R \) such that \( r^{-1}(\tilde{C}, \tilde{P}) = (C, P), r^{-1}(\tilde{D}, \tilde{Q}) = (D, Q) \) and \( \tilde{f} : \tilde{C} \rightarrow \tilde{D} \) is a bijection, satisfying \( \tilde{f}(e, e') = (f(e), e') \) and \( \tilde{f}^{'}(\tilde{P}) = \tilde{Q} \).

Now three things have to be established:

1. \( \tilde{f} : \tilde{C} \rightarrow \tilde{D} \) is a bijection, satisfying \( l_{r(\mathcal{F})}(\tilde{f}(e, e')) = l_{r(\mathcal{S})}(e, e') \) and \( \tilde{f}^{'}(\tilde{P}) = \tilde{Q} \).

2. \( (\tilde{C}, \tilde{P}) \rightarrow r(\mathcal{F})(\tilde{C}', \tilde{P}') \Rightarrow \exists \tilde{D}', \tilde{Q}', \tilde{f}' \) with \( (\tilde{D}, \tilde{Q}) \rightarrow r(\mathcal{S})(\tilde{D}', \tilde{Q}') \),

\[
((\tilde{C}', \tilde{P}'), (\tilde{D}', \tilde{Q}'), \tilde{f}') \in \tilde{R} \text{ and } \tilde{f}^{'} \uparrow \tilde{C} = \tilde{f}.
\]

3. \( (\tilde{D}, \tilde{Q}) \rightarrow r(\mathcal{F})(\tilde{D}', \tilde{Q}') \Rightarrow \exists \tilde{C}', \tilde{P}', \tilde{f}' \) with \( (\tilde{C}, \tilde{P}) \rightarrow r(\mathcal{S})(\tilde{C}', \tilde{P}') \),

\[
((\tilde{C}', \tilde{P}'), (\tilde{D}', \tilde{Q}'), \tilde{f}') \in \tilde{R} \text{ and } \tilde{f}^{'} \uparrow \tilde{C} = \tilde{f}.
\]

ad 1. By construction \( \tilde{f} : \tilde{C} \rightarrow \tilde{D} \) is a bijection, satisfying \( \tilde{f}^{'}(\tilde{P}) = \tilde{Q} \).

Moreover \( l_{r(\mathcal{F})}(\tilde{f}(e, e')) = l_{r(\mathcal{S})}(f(e), e') = l_{r(\mathcal{S})}(e, e') \).

ad 2. Suppose \( (\tilde{C}, \tilde{P}) \rightarrow r(\mathcal{F})(\tilde{C}', \tilde{P}'), \text{ i.e. } (\tilde{C}', \tilde{P}') \in \mathcal{S}(r(\mathcal{S})), \tilde{C} \subseteq \tilde{C}' \text{ and } \tilde{P} \subseteq \tilde{P}' \).

Let \( (C', P') = r^{-1}(\tilde{C}', \tilde{P}') \). Using Lemma 4.ii, \( (C, P) \rightarrow \mathcal{S}(C', P') \). Since \( R \) is an ST-bisimulation, \( \exists D', Q', f \) with \( (D, Q) \rightarrow r(\mathcal{S})(D', Q'), ((C', P'), (D', Q'), f) \in R \) and \( f \uparrow C = f \).

Let

\[
\tilde{D}' = ((f'(e), e')) | (e, e') \in \tilde{C}'
\]

\[
\tilde{Q}' = ((f'(e), e')) | (e, e') \in \tilde{P}' \text{ and } \tilde{f}' = ((f'(e), (f'(e'), e')) | (e, e') \in \tilde{C}'.
\]
For \( e \in pr_1(\vec{C}') \) let \( C_e = \{ e' | (e, e') \in \vec{C}' \} \) and \( P_e = \{ e' | (e, e') \in \vec{P}' \} \).

For \( d \in pr_1(\vec{D}') \) let \( D_d = \{ d', (d, e') \in \vec{D}' \} \) and \( Q_d = \{ e' | (d, e') \in \vec{Q}' \} \).

Remark that \( Q_{f(e)} = \{ e' | (f'(e), e') \in \vec{Q}' \} = \{ e' | (e, e') \in \vec{P}' \} = P_e \) and similarly \( D_{f(e)} = C_e \).

I prove that \( (\vec{D}', \vec{Q}') \rightarrow_{r(\mathfrak{F})} (\vec{D}', \vec{Q}') \), \( ((\vec{C}', \vec{P}'), (\vec{D}', \vec{Q}'), \vec{f}' \in \mathfrak{R} \) and \( \mathfrak{f} \uparrow \vec{C} = \vec{f} \).

I start with proving that \( (\vec{D}', \vec{Q}') \in \mathfrak{S}(r(\mathfrak{F})) \).

\[
pr_1(\vec{D}') = \{ f'(e) | e \in pr_1(\vec{C}') \} = f'(C') = D'
\]

so \( \vec{D}' = \{(d, e') | d \in D', e' \in D_d \} \) and \( \vec{Q}' = \{(d, e') | d \in D', e' \in Q_d \} \).

Using Lemma 4.1, it is then sufficient to show that

\( (D', Q') \) is an ST-configuration of \( \mathfrak{S} \),

\( (D_d, Q_d) \) is an ST-configuration of \( r(l_{\mathfrak{S}}(d)) \) for \( d \in D' \),

\( Q_d = E_{r(l_{\mathfrak{S}}(d))} \) iff \( d \in Q' \).

The first requirement is already implicit in \( (D, Q) \rightarrow_{\mathfrak{S}} (D', Q') \).

Since \( D' = f'(C') \) one may substitute \( f'(e) \) for \( d \) and \( e \in C' \) for \( d \in D' \) in the remaining two requirements.

Since \( D_{f(e)} = C_e \), \( Q_{f(e)} = P_e \), \( l_{\mathfrak{S}}(f'(e)) = l_{\mathfrak{S}}(e) \) and \( Q' = f'(P') \) they reduce to

\( (C_e, P_e) \) is an ST-configuration of \( r(l_{\mathfrak{S}}(e)) \) for \( e \in C' \) and

\( P_e = E_{r(l_{\mathfrak{S}}(e))} \) iff \( e \in P' \).

These follow from Lemma 4.1, using that \( (\vec{C}', \vec{P}') \in \mathfrak{S}(r(\mathfrak{S})) \) and

\[ r^{-1}(\vec{C}', \vec{P}') = (C', P'). \]

Hence \( (\vec{D}', \vec{Q}') \in \mathfrak{S}(r(\mathfrak{F})) \).

Now (1) and (2) above say that \( D' = pr_1(\vec{D}') \) and \( Q' = \{ d \in D' | Q_d = E_{r(l_{\mathfrak{S}}(d))} \} \).

Hence \( r^{-1}(\vec{D}', \vec{Q}') = (D', Q') \). It follows that \( ((\vec{C}', \vec{P}'), (\vec{D}', \vec{Q}'), \vec{f}' \in \mathfrak{R} \).

Finally \( \mathfrak{f} \uparrow \vec{C} = \vec{f} \), \( \vec{D} \subseteq \vec{D}' \) and \( \vec{Q} \subseteq \vec{Q}' \) by construction, using that \( \mathfrak{f} \uparrow \vec{C} = \vec{f} \).

With \( (\vec{D}', \vec{Q}') \in \mathfrak{S}(r(\mathfrak{F})) \), it follows that \( (\vec{D}, \vec{Q}) \rightarrow_{r(\mathfrak{F})} (\vec{D}', \vec{Q}') \).

ad 3. By symmetry.

\[ \square \]

**Theorem:** Let \( \mathfrak{S}, \mathfrak{F} \in \mathbb{E} \) and \( r \) be a refinement. Then \( \mathfrak{S} \approx_{ST} \mathfrak{F} \Rightarrow r(\mathfrak{S}) \approx_{ST} r(\mathfrak{F}) \).

**Proof:** It suffices to prove \( \mathfrak{S} \subseteq_{ST} \mathfrak{F} \Rightarrow r(\mathfrak{S}) \subseteq_{ST} r(\mathfrak{F}) \), so let \( \mathfrak{S}, \mathfrak{F} \in \mathbb{E} \) with \( \mathfrak{S} \subseteq_{ST} \mathfrak{F} \) and let \( r \) be a refinement. Suppose in \( r(\mathfrak{S}) \) there is a chain of ST-configurations

\[
(\varnothing, \varnothing) \rightarrow_{r(\mathfrak{S})} (\vec{C}_1, \vec{P}_1) \rightarrow_{r(\mathfrak{S})} \cdots \rightarrow_{r(\mathfrak{S})} (\vec{C}_n, \vec{P}_n).
\]

By Lemma 4.11 there is a chain of ST-configurations

\[
(\varnothing, \varnothing) \rightarrow_{\mathfrak{S}} (C_1, P_1) \rightarrow_{\mathfrak{S}} \cdots \rightarrow_{\mathfrak{S}} (C_n, P_n)
\]

in \( \mathfrak{S} \) with \( (C_i, P_i) = r^{-1}(\vec{C}_i, \vec{P}_i) \) for \( i = 1, \ldots, n \). Hence there must be a chain

\[
(\varnothing, \varnothing) \rightarrow_{\mathfrak{S}} (D_1, Q_1) \rightarrow_{\mathfrak{S}} \cdots \rightarrow_{\mathfrak{S}} (D_n, Q_n)
\]

in \( \mathfrak{S} \) and a bijection \( f : C_1 \rightarrow D_1, \) satisfying \( l_{\mathfrak{F}}(f(e)) = l_{\mathfrak{S}}(e) \) and \( f(C_i) = D_i \) and \( f(P_i) = Q_i \) for \( i = 1, \ldots, n \).
Let $\tilde{D}_i = \{(f(e), e') | (e, e') \in \tilde{C}_i \}$, 
$\tilde{Q}_i = \{(f(e), e') | (e, e') \in \tilde{P}_i \}$ and 
$\tilde{f} = \{(e, e'), (f(e), e')) | (e, e') \in \tilde{C}_n \}$.

It remains to be shown that 

$$(\varnothing, \varnothing) \rightarrow_{r(\varnothing)} (\tilde{D}_1, \tilde{Q}_1) \rightarrow_{r(\varnothing)} \cdots \rightarrow_{r(\varnothing)} (\tilde{D}_n, \tilde{Q}_n)$$

is a chain of ST-configurations in $r(\varnothing)$ and $\tilde{f}: \tilde{C}_n \rightarrow \tilde{D}_n$ is a bijection satisfying 

$l_{r(\varnothing)}(\tilde{f}(e, e')) = l_{r(\varnothing)}(e, e')$, $\tilde{f}(\tilde{C}_i) = \tilde{D}_i$ and \(\tilde{f}(\tilde{P}_i) = \tilde{Q}_i\) for $i = 1, \cdots, n$. The only nontrivial part of this consist of proving that $(\tilde{D}_i, \tilde{Q}_i) \in S(r(\varnothing))$ for $i = 1, \cdots, n$. This goes exactly as in the previous proof.

**Concluding Remarks**

In this paper ten semantic equivalences for concurrent systems are defined on a domain of labelled event structures, and their interdependencies are classified as indicated in Figure 2 of the introduction. It has been established - in [4, 6] and [9] respectively - that interleaving, step and split equivalences are strictly based on action atomicity. In particular, the owl example of [9] shows that no equivalence that can be localized between split bisimulation and interleaving trace equivalence is preserved under refinement of actions. On the other hand it has been shown - in [4] and [6] - that the two partial order equivalences of Figure 2 are preserved under action refinement and thus need not to be based on action atomicity. Now this paper added that also ST-trace and ST-bisimulation equivalence are preserved under refinement. So the borderline is between split and ST-semantics.

It should be remarked that at all places where split semantics was used before it was studied for a restricted class of concurrent systems (Petri nets without autoconcurrency in [8], a subset of CCS in [1, 10] and deterministic event structures in [17]) on which it coincides with ST-semantics. The examples of [9] suggest that outside such a class, split semantics is not an interesting notion. The reason for mentioning it in this paper is that it seems to be a natural simplification of ST-semantics and in order to indicate that for the purposes of this paper this simplification should not be made.

The refinement operation considered in this paper replaced actions by finite, conflict-free, non-empty event structures. As remarked earlier, a generalization to infinite refinements, leaving all definitions the same, is incompatible with the principle of finite causes: try to refine $a$ in

$$a \rightarrow b$$

by

$$a_1 \rightarrow a_2 \rightarrow a_3 \rightarrow \cdots$$

If one would drop this principle, there are (at least) two possibilities of interpreting event structures: events which have an infinite set of causes can happen in a finite time, or they can not. The last interpretation is slightly simpler to grasp, more common, and compatible with the view of this paper, in which the behaviour of concurrent systems - together with all semantic equivalences - is explained in terms of finite configurations (or ST-configurations) only. Using this interpretation any 'generalized' event structure can be transformed in an ordinary event structure satisfying the principle of finite causes, by removing all events that have infinitely many causes. A transformed event structure and its original are equivalent with respect to all equivalences of Figure 2. On the domain of 'generalized' event structures one may drop the restriction that refinements need to be finite, and all theorems and definitions of this paper remain valid. In fact also all proofs remain valid, since (except in the proof of Proposition 1.1) the principle of finite causes is never used. However, it can be argued that infinite refinements change the behaviour of the considered systems in a way that cannot be explained by a change in the level of abstraction at which processes are regarded: consider a system...
performing the actions $a$ and $b$ one time each, where the occurrence of $b$ is dependent of the occurrence of $a$ (as depicted above); after replacement of $a$ by an infinite event structure, $b$ cannot happen any more; it occurs in no (finite) configuration. Finally notice that it is also possible to describe this type of refinement on the domain of event structures of Section 1 (that is: satisfying the principle of finite causes), by adding to the definition of refinement that after refinement in the sense of Section 1, events with infinitely many causes should be left out.

A generalization to refinements containing conflicts can be obtained analogously as the above generalization to infinite refinements, but is technically more complicated. On the domain of event structures used in this paper, refinements with conflicts are incompatible with the principle of conflict heredity: try to replace $a$ in

\[ a \longrightarrow b \quad \text{by} \quad a_1 \cdots a_2. \]

This problem can be solved by moving to a more general form of event structures where the axiom of conflict heredity is dropped, e.g. flow event structures [3]. This will be done in Van Glabbeek & Goltz [7], where we define a refinement operator for any function $r : Act \rightarrow E - \{0\}$, thus allowing both infinite refinements and refinements with conflicts. I expect that after this generalization all my theorems remain valid. Each flow event structure is equivalent to an event structure in the sense of Section 1 (with respect to any of the equivalences of Figure 2). Hence an alternative solution consists of appending to the definition of refinement some transformation that turns the refined event structure into an equivalent event structure in the sense of Section 1.

Contrary to the previous generalization, a generalization of the refinement operator to forgetful refinements, where replacing actions by the empty event structure is allowed, does not seem very natural. Such refinements can drastically change the behaviour of concurrent systems and can not be explained by a change in the level of abstraction at which these systems are regarded [7]. Moreover, unlike the refinement theorems for partial order semantics [6], the refinement theorem for ST-bisimulation semantics does not hold for forgetful refinements, as is demonstrated by the following counterexample.

![Counterexample diagram]

The two event structures above are ST-bisimulation equivalent. However, after replacing $a$ by the empty event structure, the resulting event structures (below) are not ST-bisimulation equivalent.

![Counterexample diagram]

The refinement theorems for ST-semantics show that in case preservation under refinement is required, it is not necessary to employ partial order semantics. From this the natural question arises if it is necessary to employ at least ST-semantics, i.e. if any equivalence finer then a given interleaving equivalence that is preserved under refinement is also finer then some ST-equivalence. Let $\approx_s$ be an
equivalence on $E$. Define $\equiv_{rx}$ by

\[ \hat{\delta} \equiv_{rx} \hat{\theta} \iff \text{for all refinements } r : Act \to E - \{0\} \text{ one has } r(\hat{\delta}) \approx_x r(\hat{\theta}). \]

Then, $\equiv_{rx}$ is finer than $\equiv_x$ and preserved under refinement. Moreover it is coarser than any other equivalence with these properties. In other words, $\equiv_{rx}$ is fully abstract with respect to $\equiv_x$ and refinement. Of course the definition above is parametrized by the concept of refinement. Let $\equiv_{rx}$ be defined under reference to general refinements $r : Act \to E - \{0\}$, to be elaborated as sketched above; and let $\equiv_{r'}$, be defined under reference to refinements as defined in Section 1. Then I conjecture that $\equiv_{STb}$ coincides with $\equiv_{nb}$, i.e. ST-bisimulation equivalence is fully abstract with respect to interleaving bisimulation equivalence and action refinement, and also $\equiv_{STi}$ coincides with $\equiv_{ni}$. To be more precise, let $r_c$ be the refinement that replaces actions $a \in Act$ by

\[
\begin{align*}
a_1^+ & \quad \ldots \quad a_2^+ & \quad \ldots \quad a_3^+ & \quad \ldots \\
\uparrow & & \uparrow & & \uparrow \\
a_1^- & \quad a_2^- & \quad a_3^- & \quad \ldots
\end{align*}
\]

Then I think that $\hat{\delta} \equiv_{STb} \hat{\theta} \iff r_*(\hat{\delta}) \approx_{nb} r_*(\hat{\theta})$ and likewise $\hat{\delta} \equiv_{STi} \hat{\theta} \iff r_*(\hat{\delta}) \approx_{ni} r_*(\hat{\theta})$, from which the conjecture follows. Furthermore, together with Walter Vogler I observed that for finite event structures $\approx_{STb}$ even coincides with $\approx_{nb}$. On the other hand $\approx_{ni}$ is strictly coarser then $\approx_{ni}$, as follows from an example in Larsen [12], see also [9].

Topics for further research include
- generalizing the refinement operator to infinite refinements and refinements with conflicts, as indicated above (this will be done in [7]),
- defining refinement on other models of concurrency, such as Petri nets, and establishing the correspondence with refinements on event structures (cf. [7]),
- defining 'syntactic refinement' (replacing action symbols by terms in process expressions) on process specification languages, investigating the interaction with communication, proving syntactic refinement theorems and establishing the correspondence with 'semantic refinement', as employed in this paper (cf. [1, 8, 12, 13]),
- proving the full abstraction results conjectured above,
- proving refinement theorems and full abstraction results for the ST-versions of decorated trace semantics - for failure semantics this has been done already in Vogler [18] in a setting of Petri nets, and for a variant of trace semantics, in the absence of autoconcurrency, modelling a process as a set of semiwords, this has been done in Nielsen, Engberg & Larsen [13] and Larsen [12]
- and generalizing the entire theory to a setting with silent actions, or $\tau$-moves.

Pratt [15] and Castellano, De Michielis & Pomello [4] use the issue of action atomicity as an argument for using partial order semantics instead of interleaving semantics. This paper shows that it is not necessary to employ partial order semantics if one does not want to assume action atomicity; ST-semantics turns out to be sufficient. In van Glabbeek & Vaandrager [8] we introduced the (related) criterion of real-time consistency. A semantics is real-time consistent if it does not identify systems with a different real-time behaviour. Of course interleaving semantics are not real-time consistent, but again the criterion did not force us to consider partial order semantics: also for this purpose ST-bisimulation semantics turned out to be sufficient. Therefore the question remains whether or not there exists a convincing testing scenario, or some natural operator, that reveals the full distinguishing power of partial order semantics.
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